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Biography	
	

Dr.	Malcolm	DOERING	is	currently	a	
Specially-appointed	Assistant	Professor	at	the	
Human-Robot	Interaction	Laboratory,	Kyoto	
University,	where	he	is	mainly	contributing	to	
the	JST	AIP	Trilateral	project	on	Artificial	
Intelligence	for	Human-Robot	Interaction	
(AI4HRI).	His	research	focuses	on	data-driven	
imitation	learning	methods	for	human-robot	

interaction,	i.e.,	how	robots	can	learn	
interactive	social	behaviors	automatically	from	
data	using	machine	learning,	with	minimal	
input	from	human	designers	or	expensive	
manual	annotation.	

	
Malcolm	is	originally	from	Michigan,	USA,	

where	he	graduated	from	Michigan	State	
University	in	2015	with	an	MS	in	computer	
science.	In	2015	he	began	working	as	a	research	
intern	at	Hiroshi	Ishiguro	Laboratories,	ATR,	
Kyoto,	Japan,	where	his	work	with	the	ERICA	
android	(Fig.	1)	won	the	Best	Video	Award	at	
HRI	2017	[18].	In	2019	he	graduated	from	
Osaka	University	with	a	PhD	focused	on	human-	

robot	interaction	and	joined	Prof.	

Takayuki	Kanda’s	Human-Robot	Interaction	Lab	at	
Kyoto	University	(https://www.robot.soc.i.kyoto-
u.ac.jp/en/),	where	he	supervises	a	small	team	of	
students.	In	2022	he	co-organized	a	workshop	on	
Artificial	Intelligence	for	Social	Robots	Interacting	
with	Humans	in	the	Real	World	(intellect4hri)	at	

IROS	[19].	He	has	served	on	the	organizing	
committee	of	the	HRI	2019	conference	and	has	
been	a	reviewer	for	many	top	tier	robotics	
conferences	and	journals,	including	ACM/IEEE	
International	Conference	on	Human-Robot	
Interaction	(HRI),	IEEE	Robotics	and	Automation	
Letters	(RA-L),	and	IEEE/RSJ	International	
Conference	on	Intelligent	Robots	and	Systems	

(IROS).		

	
Figure	1.	The	ERICA	android	playing	the	role	of	a	travel	agent	[12].

Travel Agent Customer

Dr.	Malcolm	Doering	with	two	of	the	robots	he	works	with	–	Robovie	(left)	
and	TIAGo	(right).	
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Figure	2.	Natural	human-human	interaction	data	is	collected	with	a	passive	sensor	network	and	
used	to	train	a	robot	to	replace	the	target	human	(e.g.	a	camera	shopkeeper)	[8,11].

	
Please	briefly	introduce	
you	and	your	team.	

	
Since	a	young	age	I	have	been	inspired	by	

science	fiction	works,	like	Isaac	Asimov’s	I,	
Robot	and	the	television	program	Start	Trek,	
which	depict	futuristic	societies	with	intelligent	
robots	that	are	able	to	communicate	fluently	
with	humans.	During	my	early	studies	I	was	
inspired	by	these	works	to	explore	the	fields	of	

computer	science	and	linguistics,	where	I	was	
further	motivated	by	provocative	works	like	
Alan	Turing’s	seminal	paper	that	asked,	“Can	a	
machine	think?”	and	suggested	that	machines	
might	learn	to	become	intelligent,	in	the	way	
that	a	child	learns	[20].	

Through	my	research,	I	aim	to	realize	

socially	beneficial	robots,	like	those	depicted	in	
sci-fi,	towards	the	goal	of	improving	the	human	
experience	and	quality	of	life.	On	another	note,	I	
have	also	long	been	interested	in	Japanese	
language	and	culture,	such	as	Zen	Buddhism	
and	martial	arts.	That,	combined	with	the	
advanced	robotics	research	going	on	in	Japan,	
led	me	to	where	I	am	today,	working	at	the	

Human-Robot	interaction	Lab	at	Kyoto	
University,	where	I	research	imitation	learning	
of	social	interaction	behaviors	and	supervise	a	
group	of	graduate	students.		

	

What	is	the	current	focus	
of	you	and	your	team’s	
research?	
	
The	overall	goal	of	the	Human-Robot	

Interaction	Lab	is	human-robot	interaction	
broadly;	but,	my	students	and	I	are	focusing	

mostly	on	imitation	learning	of	social		

	
interaction	behaviors	for	robots	(Fig.	2).	

Recently	social	robots	have	been	applied	in	a	
variety	of	domains,	such	as	elder	care	[1],	personal	
companions	[2],	hotel	concierges	[3],	workout	
partners	[4],	and	in	day-to-day	interaction	[5],	

which	require	various	social	interaction	behaviors.	
One	approach	to	developing	interaction	behaviors	
is	to	manually	code	them	or	use	integrated	
development	environments	such	as	choreograph	
[6]	or	interaction	composer	[7],	but	this	is	tedious,	
time-consuming,	and	requires	the	developer	to	
anticipate	a	myriad	social	scenarios.	Another	
approach,	which	overcomes	these	limitations,	is	to	

use	data-driven	imitation	learning	to	learn	social	
interaction	behaviors	automatically	from	example	
interaction	data	without	manual	data	annotation.	
With	this	approach,	interaction	data	can	be	
collected	via	passive	sensor	networks	in	places	
that	people	frequently	interact	and	the	repeatable,	
formulaic	behaviors,	which	characterize	many	
domains	where	social	service	robots	might	be	

useful	(e.g.	retail,	restaurants,	and	museum	tours),	
can	be	learned	via	machine	learning	with	reduced	
effort	by	developers.	

Our	previous	work	on	data-driven	imitation	
learning	has	focused	on	one-to-one	interactions	
[8],	one-to-many	interactions	[9],	learning	
proactive	behaviors	[10],	curiosity-driven	learning	
[11],	resolving	ambiguity	[12],	remembering	

customer	preferences	[13],	and	adapting	to	
changing	product	inventory	[14].		

Currently,	we	are	exploring	the	application	of	
imitation	learning	to	various	problems,	including	
interacting	with	fellow	staff	members	as	well	as	
customers	[15],	interactive	motions	(e.g.	gestures	
and	body	postures,	and	their	relation	to	the	

environment)	[16],	and	social	interaction	
behaviors	around	object	manipulation.	We	are	also		
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exploring	how	to	automatically	identify	and	
prevent	errors	that	imitation	learning	systems	
make	[17].	

	

Why	do	you	choose	to	focus	on	
data-driven	imitation	learning	
instead	of	reinforcement	
learning	for	human-robot	
interaction?	
	
Reinforcement	learning	is	very	hot	right	

now,	but	imitation	learning	has	some	
advantages	for	human-robot	interaction.		

Reinforcement	learning	typically	requires	

a	lot	of	trial	and	error	(exploration	and	
exploitation),	which	is	not	always	appropriate	
for	a	robot	interacting	with	humans.	
Reinforcement	learning	works	well	when	we	
can	simulate	the	agent’s	interaction	with	the	
environment,	because	a	large	number	of	
training	sessions	can	be	simulated	very	quickly.	

But,	when	it	comes	to	social	interaction,	it	is	not	
so	simple	to	design	a	simulation	of	a	human	for	
the	robot	to	practice	interacting	with.	If	we	
could	design	such	a	simulation,	the	human-
robot	interaction	problem	would	already	
largely	be	solved!	Furthermore,	it	is	usually	not	
appropriate	to	perform	RL	for	social	learning	in	
the	real	world	either	–	people	are	probably	not	

patient	enough	to	deal	with	a	robot	that	is	
frequently	making	mistakes,	causing	more	
trouble	than	it’s	worth.		

Moreover,	RL	requires	some	reward	to	
indicate	when	the	system	is	performing	well.	In	
social	interaction,	it’s	not	always	clear	where	
this	reward	signal	should	come	from,	and	
whether	it	can	be	accurately	perceived	by	the	

system.	For	example,	consider	a	tutor	robot	
trying	avoid	frustrating	a	student	–	it	would	
require	accurate	sensing	of	the	student’s	facial	
expression	and	tone	of	voice,	possibly	in	noisy	
environments	with	various	lighting	conditions.		

In	contrast,	with	imitation	learning	we	can	
collect	datasets	of	experts	performing	in	some	
target	scenario	and	use	that	data	to	directly	

train	the	robot.	The	robot	can	learn	to	perform	
the	same	behaviors	as	the	expert	without	trial	
and	error.	

Of	course,	some	combination	of	
reinforcement	learning	and	imitation	learning		

	
	

	
	
	

might	be	the	best	for	social	robots	interacting	in	
the	real	world:	Imitation	learning	can	be	used	to	
learn	a	foundation	of	behaviors	and	interaction	

logic	on	which	to	build	and	improve	with	
reinforcement	learning	during	live	interactions.		
	

How	do	you	think	big	models,	
especially	large	language	
models	could	benefit	robot	
learning?	
	

  I	believe	large	language	models	(LLMs)	have	a	
lot	of	potential	for	improving	robot	capabilities.	
For	example,	research	is	already	going	on	about	
how	knowledge	embedded	in	LLMs	can	be	used	to	
teach	robots	to	perform	new	tasks	[21,22].	There	
is	also	a	lot	of	knowledge	about	the	unwritten	
rules	of	social	interaction	and	social	norms	

implicitly	stored	in	these	models.	It	will	be	exciting	
to	see	in	the	coming	years	how	this	knowledge	will	
be	used	to	enable	robots	to	interact	more	naturally	
with	humans.		
	

What	kinds	of	directions	do	
you	think	are	most	promising	
in	the	next	5	years?	
	
  Possibly	one	of	the	most	promising	directions	
will	be	the	application	of	large	language	models	to	
robotics	and	human-robot	interaction.	To	do	this	

though,	some	problems	need	to	be	solved,	such	as	
how	to	ground	these	models	to	the	robot’s	sensors	
and	actuators,	i.e.	how	to	deal	with	the	
‘situatedness’	of	the	robot	–	its	embeddedness	in	a	
complex,	dynamic	environment.	Towards	solving	
these	problems,	it	may	be	good	to	create	large	
models	trained	on	other	data	in	addition	to	text.	
For	example,	training	large	predictive	models	on	

audio	and	video	data	may	help	to	better	ground	
the	robot’s	perception	of	the	environment	to	the	
knowledge	embedded	in	the	models.	
  Overall,	it	is	very	exciting	to	be	involved	in	
such	rapidly	evolving	field,	and	I	watch	with	
hopeful	anticipation	of	where	things	will	go	in	the	
future.			
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